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Summary

The goal of this research project is to identify where predictive tools may have been useful in providing early warning to mitigate against larger, potentially felt induced events and understanding the strengths and pitfalls of these techniques, in particular, minimum event constraints, and their predictive performance against the recorded seismicity.

During the operations at Preston New Road (PNR) in 2018, the operator ran two real-time systems to record microseismic-macroseismic data including a surface array of 8 seismometers with the purpose of Traffic Light System and a Downhole Microseismic Monitoring Array. These two datasets are played back to simulate real-time scenarios and are used to perform the following tests:

- Examine the predictive forecasting methodologies that have been integrated into the Nanometrics Seismic Management Dashboard including one model from Shapiro et al. (2010) and two models from van Der Elst et al. (2016).

- Investigate the predictive forecasting of recently published Verdon and Budge (2018) approach using the model from Hallo et al. (2014).

In this report, we test the dashboard using solely the downhole microseismic data, solely the surface microseismic data and combination of the surface and downhole data datasets from PNR hydraulic fracture (HF) operations.
Introduction

Stress changes due to subsurface fluid injection may induce seismicity. The size and distribution of such events are a function of existing geological structures and treatment parameters. Not all of the fluid injection operations exhibit seismicity (Shultz et al 2018), but when they do it is vital to monitor the on-going induced seismic activity for invoking risk mitigation plans.

The majority of the regulatory traffic light protocols introduced to date are based on staged magnitude thresholds, which increases the need for a better estimation of the largest magnitude possible event that is related to oil and gas production. Forecasting maximum magnitude in real-time is a subject of significant interest to many operators. Prior knowledge of the largest possible event in real-time allows operators to optimise and adjust their stimulation plans accordingly to prevent events that would trigger regulation-driven operational shutdowns.

A large body of work has been published on forecasting maximum magnitude (Mmax) related to fluid injection in a given area. The performance of these models has been assessed in several studies (Karimi and Baturan 2018, Eaton and Igonin 2018, Schultz et al. 2018, Kiraly-Proag et al. 2016) using available datasets to identify the benefits and challenges of each method.

Shapiro et al. (2010) introduced a parameter called ‘seismogenic index’ which represents the tectonic feature of a given location and is independent of injection parameters. Using this index, cumulative injected volume, and an estimated b-value, one can calculate the number of events within a specific magnitude range and consequently determine the probability of events occurring that have a magnitude larger than the threshold magnitude that results during fluid injection (referred to hereafter as SH10). The result from this method is valid during active fluid injection.

Shapiro et al. (2011) stated that the minimum principal stress axis of the fluid-stimulated rock volume is one of the main factors limiting the probability of large magnitude events. This model essentially relates the fluid-injected Mmax with geometrical characteristics of the simulated volume (i.e., the microseismic cloud). This method suggests real-time monitoring of the spatial growth of seismicity during rock stimulation to estimate expected Mmax and consequently to mitigate the seismicity risk.
McGarr (2014) developed a simple relationship between the cumulative volume of injected fluid and the largest seismic moment. This model is developed based on some assumptions, including a fully saturated, brittle rock mass with a b-value of 1.0.

Hallø et al. (2014) modified the model introduced by McGarr (2014) to account for aseismic slip to explain observed seismic moment. The new parameter, called ‘seismic efficiency ratio’, is a ratio of the released to the theoretical scalar cumulative moment. Verdon and Budge (2018) showed that adding a value of 0.5 to the new model is sufficient to capture 95% of the variance between true and reconstructed model populations (referred to hereafter as H14).

Van Der Elst et al. (2016) demonstrated that the size of the strongest events from seismic activities related to fluid injection is consistent with the sampling statistics of the Gutenberg-Richter distribution for tectonic events. They concluded that injection controls the nucleation but that earthquake magnitude is controlled by tectonic processes. They introduced a model based on this hypothesis (referred to hereafter as VDE160Seis). They further linked their model to total injected volume and seismogenic index (referred to hereafter as VDE160SIV).

Eaton and Igonin (2018) added a tapered Gutenberg-Richter relationship to VDE160Seis to introduce a limit to the size of the maximum magnitude event.

Karimi and Baturan (2018) investigated six published methods and decided not to utilise three of them in the forecasts. Shapiro et al. (2011) do not account for the far-field triggering due to poroelastic stress effect and neglect nucleation of an event in the stimulated volume while the fault continues out of the event cloud. Their analyses show that McGarr (2014) overestimates Mmax compared to the observations. Furthermore, McGarr’s model is developed based on assumptions including a constant b-value of 1. Eaton and Igonin (2018) limit the upper magnitude level in the real-time application which we did not prefer.

In this research, we investigate the predictive forecasting of SH10, VDE16Seis, VDE16SI-V and H14 at regular time intervals (e.g., Kiraly-Proag et al. 2016 and Verdon and Budge 2018) through Nanometrics Seismic Management Dashboard. A minimum of 100 events is the default requirement to start the statistical analysis. Figure 1 provides a description for each panel of the dashboard.
Normalized probability density function from SH10 (green line) and VDE16SSeis (blue line). The blue dashed line shows the mode and gray dotted lines denote 90% confidence bounds of the VDE16SSeis distribution.
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Figure 1: Example Nanometrics Seismic Management Dashboard with description of each panel.

Appendix A contains all the figures presented in this report with maximum size for better visibility.
Data

Downhole catalog

The real-time downhole microseismic monitoring array consists of 12 slim-hole, 3-component, 15 Hz geophones. A total of 38,384 events have been picked, with magnitudes ranging from Mw-2.839 to Mw1.155, where larger events have either caused clipping, saturate the low-frequency response, or both. The magnitude of completeness (Mc) estimated for this dataset, using the maximum curvature method is Mw-2.25 and the duration of recorded data is 64 days (Figure 2).

Figure 2: (Left) 3D distribution of the recorded seismicity by the downhole monitoring array (Top) Gutenberg-Richter distribution for the entire catalog with b-value of 1.27

Surface catalog

For the purpose of the Traffic Light System, a surface array of 8 real-time sensors, including 2 broadband seismometers and 6 4.5 Hz geophones were deployed. In total 57 events were detected during operations, with a minimum detection threshold of ML-0.8, a magnitude of completeness of ML-0.05, and the maximum event recorded of ML1.5. The duration of recorded data for this data set is 57 days (Figure 3).
Testing the forecasting models

To simulate real-time monitoring, we played back the data and calculated the b-value and Mc at regular time intervals from the cumulative seismicity data. In addition to seismicity parameters at each time interval, we also estimated the ‘seismogenic index’ and ‘seismic efficiency ratio’. We used these parameters to estimate the expected maximum magnitude (Mmax) and the number of events that exceed a threshold magnitude at each time step and compared them to the recorded seismicity.

Impact of cumulative injection volume on the forecasts

Karimi and Baturan (2018) showed that cumulative injection volume has little to no impact on forecasted seismicity, and over time, forecast lose their sensitivity to the cumulative injection volume. Following Kiraly-Proag et al. (2016) and Verdon and Budge (2018), we reevaluate b-value, Mc, seismogenic index and seismic efficiency at every time step taking into account the cumulative injection volume and the cumulative recorded seismicity from the current time. Then these parameters and the designed cumulative injection volume data from the next time step are used to forecast the seismicity. The relationship between Mmax and cumulative volume is in the form of equation 1:

$$Mmax \sim \log \frac{Cumulative \ Volume_2}{Cumulative \ Volume_1}$$  \hspace{1cm} (1)
Where Cumulative Volume 1 is the cumulative injection volume at current time and Cumulative Volume 2 is the cumulative injection volume at the next time step.

As cumulative injection volume grows in time, the logarithm of the ratio of current cumulative injection volume to the cumulative injection volume at the next time step decreases, and as a result, the Mmax estimation is not very sensitive to changes in the total injection volume.

To test the impact of cumulative volume data on the estimated seismicity, we reevaluate all parameters with and without considering the real cumulative injection volume using the catalog recorded by the downhole array during stimulation of sleeve 38, where the largest event with the magnitude of Mw1.15 occurred. As mentioned before this magnitude is likely underestimated due to clipping. Figure 4 presents the observations and forecasts over time when we include the real cumulative injection volume. Figure 5 shows the forecast values using a constant injection rate. A comparison of the estimated maximum magnitudes and the number of events from Figure 4 and Figure 5 demonstrates the limited impact that injection volume data has on the forecasts. As an example the final forecasting Mmax from VDE16ses model using real and simulated injection volume data is Mw0.91.

Following this conclusion, for the tests, real cumulative injection volume was replaced by a simulated cumulative injection volume with a steadily increasing rate. The independence of forecasts from treatment data assists with the operational functionality of the dashboard in real-time operational use cases.
Figure 4: Dashboard for recorded seismicity by the downhole array during stimulation on sleeve 38 using real cumulative injection volume
Figure 5: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 38 using simulated cumulative injection volume with a steady increasing rate (see the caption of Figure 1 for descriptions of each panel)

**Downhole data**

**Stages with events larger than Mw0.5**

We run the dashboard with a five minutes time interval for the recorded seismicity during seven stages with recorded events larger than Mw0.5 including:
Sleeve 14, with observed Mmax of Mw0.52

Our analysis shows that for most of the stages, the models successfully forecast the Mmax. However, this is not always the case, as highlighted in Figure 6 for stage 14 where the largest event occurred early in the sequence before recording the minimum 100 events to start the statistical analysis (recorded Mmax in red squares and estimated Mmax using H14, SH10, VDE16Seis and VDE16Sl-V in yellow, green, dark and light blue lines respectively).

Figure 6: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 14, with observed Mmax of Mw0.52 (see the caption of Figure 1 for descriptions of each panel)
Sleeve 18, with observed Mmax of Mw0.59

Playing back the data recorded during sleeve 18 shows that in the real-time application the dashboard would provide 10 minutes notice of a large event (highlighted by the red box in Figure 7). The forecasting models and the Gutenberg-Richter distribution exhibit the expectation of a larger event by the end of this stage (Figure 7).

Figure 7: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 18, with observed Mmax of Mw0.59 (see the caption of Figure 1 for descriptions of each panel)
Sleeve 30, with observed Mmax of Mw0.61

The analysis of stage 30 indicates a substantial rise in the number and size of events over less than an hour. Although the H14 model (yellow line) predicted rising magnitude ~25 minutes prior to the Mw0.61 event, in general, it overestimates the magnitude during the stimulation time. The expected number of events from the SH10 model (green line) agrees well with the observations (Figure 8).

Figure 8: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 30, with observed Mmax of Mw0.61 (see the caption of Figure 1 for descriptions of each panel)
Sleeve 31, with observed Mmax of Mw0.61

The largest event from stage 31 with the magnitude of Mw0.61 occurred early during stimulation. SH10, VDE16, and VDE165 models did not forecast this event. Although the H14 model provides 5 minutes notice, again, in general, this model overestimates Mmax (Figure 9).

Figure 9: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 31 with observed Mmax of Mw0.61 (see the caption of Figure 1 for descriptions of each panel)
Sleeve 32, with observed Mmax of Mw0.93

Figure 10 illustrates the results from playing back the seismic catalog recorded during stage 32 stimulation. Although all forecasting models expected a large event ~8 hours prior to the event with a magnitude of Mw0.93, they all underpredicted the Mmax.

Figure 10: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 32, with observed Mmax of Mw0.93 (see the caption of Figure 1 for descriptions of each panel)
Sleeve 35, with observed Mmax of Mw0.59

The maximum magnitude recorded during stage 35 stimulation was Mw0.59. H14 (yellow line) model forecasted this event 41 hours earlier. As shown in the top left panel of Figure 11, this event is well above the expectation from the GR distribution.

Figure 11: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 35, with observed Mmax of Mw0.59 (see the caption of Figure 1 for descriptions of each panel)
Sleeve 38, with observed Mmax of Mw1.15

The largest event recorded during the operation occurred during the stimulation of stage 38. The 15 Hz downhole geophones clipped and reported the magnitude as Mw1.15. The surface catalog listed this event as ML1.5. H14 model forecasted this event ~80 minutes earlier (Figure 12). The result from the SH10 model for the number of events is in very good agreement with the observations, as well.

![Image of seismicity dashboard]

**Figure 12:** Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 38, with observed Mmax of Mw1.15 (see the caption of Figure 1 for descriptions of each panel)

The results from the stage-by-stage analysis show that the predictive models were not very successful in forecasting maximum magnitude. While the large events in most cases are forecasted by Hallo et al. 2014 model, this model overestimated the maximum magnitude.
in general. Our findings show that the notification time for many successful forecasts is very short which would not be sufficient enough to perform practical operational actions.

**Entire downhole catalog**

During the operation, injecting each stage would change the stress condition. By focusing on individual stages, the overall changes in the stress field would be ignored and as a result, the forecasting models would not be very successful to capture the current stress condition. In this section, we demonstrate that using the complete catalog, improves the forecasting outcome.

We performed statistical analysis using the entire recorded downhole catalog. As shown in Figure 13 there are 4 major increasing steps in the size of events over the time of monitoring. Although generally, Hallo et al 2014 (yellow line) model overestimated the maximum magnitude, the prediction models successfully forecasted all 4 events with advance notification varying between 1 to 16 days. The outcomes from this exercise confirm that using the entire catalog improved forecasting with an earlier notification time.

**Surface data**

Along with the downhole system, the operation was monitored by a surface network consisting of 8 real-time sensors, including 2 broadband seismometers and 6 4.5 Hz geophones. Although the total number of recorded events by this network is 57 and fewer than our proposed minimum required number of events (100), we played back the data and investigated the predictions of the forecasting models with 24 hours time interval. We do not recommend this in real-time applications.

The result from the statistical analysis shows all forecasting models successfully predicted the largest event with a magnitude of ML1.5 with ~44 days notification time (Figure 14).
Figure 13: Dashboard for the entire recorded seismicity by the downhole array. The forecasting notification time is highlighted. (see the caption of Figure 1 for descriptions of each panel)
Figure 14: Dashboard for the entire recorded seismicity by the surface array (see the caption of Figure 1 for descriptions of each panel).

Figure 15 illustrates the Gutenberg-Richter distribution before and after the largest event with magnitude ML1.5. As it is illustrated in Figure 15 (left) there was a gap in the tail of Gutenberg-Richter distribution which confirms the prediction of the larger event. Following the event with magnitude ML1.5, the gap is filled and the b-value changed slightly from 0.85 to 0.81 (Figure 15 right).
Figure 15: Gutenberg-Richter distribution and the normalised probability density function from SH10 (green line) and VDE16 SPELL (blue line) for the surface catalog (Left) before (Right) after the event with magnitude ML1.5

Combination of surface and downhole data

The larger events in the downhole catalog suffer from clipping and saturation due to the use of 15 Hz geophones, thereby we investigate the relationship between moment and local magnitude to combine the downhole and surface catalogs and generate a uniform catalog for further analysis.

Based on the origin time of events listed in the surface catalog, the common events in the downhole catalog were found. Figure 16 (left) illustrates the moment magnitude from downhole catalog versus the local magnitude from the surface catalog for the mutual events. We remove the events with differences in origin time larger than 0.75 seconds and also events with magnitude larger than ML0.6 (Figure 16 right). Following removal of outliers and underestimated magnitudes, the relationship between Mw and ML defined as:

$$Mw = 0.5262 \times ML + 0.2513$$  \hspace{1cm} (2)
Figure 16: (Left) Moment magnitude from downhole catalog versus the local magnitude from the surface catalog for common events. (Right) Regression relationship between Mw and ML following outlier removal (red line). The gray dotted line denotes 1:1 line.

In addition to developing Mw-ML conversion relationship, we investigate the applicable published models. Munafo et al. 2016 defined a general relationship (equation 3) that is globally valid up to Mw4, in which the constant C’ only depends on the characteristics of the crustal attenuation of the study region that needs to be locally calibrated:

\[ M_w = \frac{2}{3} \, M_L + C' \]  

(3)

Using the Alto Tiberina fault in the Upper Tiber valley of the northern Apennines of Italy, Munafo et al. 2016 defined C’ = 1.15. In the EPP Manager, 2019 report this relationship was modified by considering C’ = 0.9 as follow:

Figure 17 (top-left) displays the moment magnitude from downhole catalog as a function of converted surface moment magnitude using equation 3 considering C’ = 1.15. The trend of the data points follows 1:1 line, however, there is an offset which shows that the original equation with C’ = 1.15 does not fit the data. Examining equation 3 with C’ = 0.9 also does not fit the Preston New Road 2018 dataset (Figure 17 top-right).

In this study, we modify the constant coefficient to C’ = 0.2 and find a good fit to the data (Figure 17 bottom-left).
Figure 17: Moment magnitude from downhole catalog versus converted moment magnitude from surface acquisition using original model from Munafo et al. 2016 (Top-left) with $C' = 1.15$ (Top-right) with $C' = 0.9$ (Bottom-left) proposed $C' = 0.2$. The gray dotted line denotes 1:1 line.

Figure 18 presents a side by side comparison of the two models which fit the data well. The figure on the left is showing the data using equation 2 and the image on the right displays the data using the Munafo et al. 2016 model with $C' = 0.2$.

The downhole 15 Hz geophones clipped for the largest event with a magnitude of Mw1.15. By using equation 3 with $C' = 1.15$, the moment magnitude for this event is estimated as Mw1.05 which is smaller than the Mw1.15. This shows that this equation does not properly
convert the local magnitude to moment magnitude (Figure 18 left). Using $C'=0.9$ results in Mw1.18 which is slightly larger than recorded downhole magnitude.

Following this analysis, the Munafo et al. 2016 model with $C' = 0.2$ was used to reevaluate the magnitude of eight common stronger events with reported downhole magnitude larger than Mw0.5. The updated uniform catalog was the new input into the forecasting seismicity analysis.

Figure 18: Moment magnitude from downhole catalog versus converted moment magnitude from surface data (Left) using $M_w = 0.5262 \, M_L + 0.2513$ (Right) using $M_w = 2/3 \, M_L + 0.2$. The gray dotted line denotes 1:1 line

The result from statistical analysis on the combined catalog is comparable to the result of the analysis using the entire downhole catalog (Figure 19). Five increasing steps of Mmax were observed during the monitoring time and the models successfully forecasted all of them with notification time varying from 1 to 16 days. Similar to the previous analysis H14 model overestimates the Mmax.
Figure 19: Dashboard for the combined surface and downhole uniformed catalog (see the caption of Figure 1 for descriptions of each panel)
Conclusions

In this study, we evaluate the performance of the forecasting models proposed by Shapiro et al. (2010), two models from Van Der Elst et al. (2016) and Hallo et al. (2014) for estimation of Mmax and number of events using the data recorded by the downhole and surface arrays during operation of Preston New Road (PNR) in 2018. The summary of our observations is as follows:

- The cumulative injection volume has low to no impact on forecasted seismicity, and over time, the forecasts lose sensitivity to the cumulative injection volume.

- The estimated maximum magnitude from Shapiro et al. 2010 and Van Der Elst et al. 2016 models are very close in all test cases.

- Hallo et al. 2014 model overestimates the maximum magnitude in many cases by ~0.5 magnitude units. We believe this is the result of adding 0.5 magnitude following Verdon and Budge (2018).

- Estimated maximum magnitudes from Shapiro et al. 2010 and Van Der Elst et al. 2016 models agree well with the observed largest magnitude for both entire downhole and surface catalogs.

- The models successfully forecast all four larger events, using all downhole events.

- Using the entire downhole data provides early forecasts of large magnitude events.

- In this case study, forecasting was not very successful for data from individual stages. We believe the impact of injecting previous stages on the overall changes of the stress condition are disregarded by studying each stage separately.

- Combination of downhole and surface data is not impacting the results, as the updated magnitudes for the eight larger events are very close to the original moment magnitudes listed in the downhole catalog.
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Appendix A

In this section all the figures presented in the report are displayed in full size.
Figure 1: Example Nanometrics Seismic Management Dashboard with a description of each panel.
Figure 2: (Left) 3D distribution of the recorded seismicity by the downhole monitoring array (Top) Gutenberg-Richter distribution for the entire catalog with b-value of 1.27
Figure 3: (Left) 3D distribution of the recorded seismicity by the surface array (Top) Gutenberg-Richter distribution for the entire catalog with b-value of 0.76.
Figure 4: Dashboard for recorded seismicity by the downhole array during stimulation on sleeve 38 using real cumulative injection volume
Figure 5: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 38 using simulated cumulative injection volume with a steady increasing rate (see the caption of Figure 1 for descriptions of each panel)
Figure 6: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 14, with observed Mmax of Mw0.52 (see the caption of Figure 1 for descriptions of each panel)
Figure 7: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 18, with observed Mmax of Mw0.59 (see the caption of Figure 1 for descriptions of each panel)
Figure 8: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 30, with observed Mmax of Mw0.61 (see the caption of Figure 1 for descriptions of each panel)
Figure 9: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 31 with observed Mmax of Mw0.61 (see the caption of Figure 1 for descriptions of each panel)
Figure 10: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 32, with observed Mmax of Mw0.93 (see the caption of Figure 1 for descriptions of each panel)
Figure 11: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 3S, with observed Mmax of Mw0.59 (see the caption of Figure 1 for descriptions of each panel)
Figure 12: Dashboard for recorded seismicity by the downhole array during stimulation of sleeve 38, with observed Mmax of Mw1.15 (see the caption of Figure 1 for descriptions of each panel)
Figure 13: Dashboard for the entire recorded seismicity by the downhole array. The forecasting notification time is highlighted. (see the caption of Figure 1 for descriptions of each panel)
Figure 14: Dashboard for the entire recorded seismicity by the surface array (see the caption of Figure 1 for descriptions of each panel)
Figure 15: Gutenberg-Richter distribution and the normalised probability density function from SH10 (green line) and VDE16$_{seis}$ (blue line) for the surface catalog (Left) before (Right) after the event with magnitude ML1.5.
Figure 16: (Left) Moment magnitude from downhole catalog versus the local magnitude from the surface catalog for common events (right) Regression relationship between Mw and ML following outlier removal (red line). The gray dotted line denotes 1:1 line.
Figure 17: Moment magnitude from downhole catalog versus converted moment magnitude from surface acquisition using original model from Munafo et al. 2016 (Top-left) with $C' = 1.15$ (Top-right) with $C' = 0.9$ (Bottom-left) proposed $C' = 0.2$. The gray dotted line denotes 1:1 line.
Figure 18: Moment magnitude from downhole catalog versus converted moment magnitude from surface data (Left) using $M_w = 0.5262 \, ML + 0.2513$ (Right) using $M_w = 2/3 \, ML + 0.2$. The gray dotted line denotes 1:1 line.
Figure 19: Dashboard for the combined surface and downhole uniformly catalog (see the caption of Figure 1 for descriptions of each panel)
Appendix B

The seismicity forecasting models used in this study are from:

- Shapiro et al. (2010) equations 3, 4 and 5 in the original paper
- Hallo et al. (2014) equations 5 and 6 in the original paper
- Van Der Elst et al. (2016) equations 1, 2 and 4 in the original paper